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Abstract

In this paper, we find the periodic solutions of a class of periodicity problems via a globally convergent algorithm. Compared with the previous results in the literature, in this paper, we apply appropriate perturbations to the equality as well as inequality constraint functions and thereby are capable of choosing initial points more easily than before.

1. Introduction

Since Kellogg et al. (see [1]) and Smale (see [2]) proposed the notable homotopy method, this method has become a powerful tool in dealing with various nonlinear problems, for example, zeros or fixed points of maps (see [3, 4], etc. and the references therein). However, the homotopy method has seldom been touched in constrained optimization until 1988, Megiddo (see [5]) and Kojima et al. (see [6]) discovered the Karmarkar
interior point method for linear programming was a kind of path-following method. From then on, the central path following methods for mathematical programming has become an active research subject. Furthermore, it was extended to convex nonlinear programming problems recently. But all their convergence results were obtained under assumptions that the logarithmic barrier function was strictly convex and the solution set was nonempty and bounded.

In [7], for convex nonlinear programming problems, a combined homotopy interior point method was proposed. In that paper, compared with the central path following methods, the authors removed the convexity condition of the logarithmic barrier function and the boundedness and nonemptiness of the solution set.

As is well known, the periodicity problem plays a central role in the qualitative theory of differential equations for its significance in the physical sciences. Hence finding periodic solutions of ordinary differential equations is naturally an attracting topic. This paper deals with the problems of finding periodic solutions for vector ordinary differential equations of the form:

\[ x' = f(t, x) = f(t + T, x), \quad (1.1) \]

where \( T \) is a fixed positive number. In [8], we used the homotopy interior point method to find the periodic solutions of (1.1) by introducing equality constraint functions as well as inequality constraint functions. But in [8], initial points are generally confined in the interior of \( \Omega \) so that it is not easy to find an initial point for many cases, hence it is essential to enlarge the scope of choice of initial points. To this end, in this paper, we apply appropriate perturbations to the constraint functions and thereby are capable of choosing initial points more easily than before. This point may improve the computational efficiency of the algorithm greatly.
2. Main Results

Set \( X = \{ x \in \mathbb{R}^n : u_i(x) \leq 0, i = 1, \ldots, m, v_j(x) = 0, j = 1, \ldots, l \} \),
\( X^0 = \{ x \in \mathbb{R}^n : u_i(x) < 0, i = 1, \ldots, m, v_j(x) = 0, j = 1, \ldots, l \} \),
\( X^m = \{ x \in \mathbb{R}^m : x \geq 0 \} \), \( X^m_{+} = \{ x \in \mathbb{R}^m : x > 0 \} \), and \( I(x) = \{ i \in \{ 1, \ldots, m \} : u_i(x) = 0 \} \).

In [8], initial points are confined in the interior of \( X \). This point may reduce the computational efficiency of predictor-corrector algorithms greatly. To enlarge the scope of choice of initial points, in this paper, we apply proper perturbation to the constraint functions \( u(x), v(x) \) and introduce the parameters

\[
\gamma_i = \begin{cases} 
2u_i(x^{(0)}), \ u_i(x^{(0)}) > 0, \\
1, \ u_i(x^{(0)}) = 0, i = 1, \ldots, m, \\
0, \ u_i(x^{(0)}) < 0,
\end{cases}
\]

\[
\theta_j = \begin{cases} 
1, \ v_j(x^{(0)}) \neq 0, j = 1, \ldots, l, \\
0, \ v_j(x^{(0)}) = 0.
\end{cases}
\]

Then let \( e_m = (1, \ldots, 1)^T \in \mathbb{R}^m, \gamma = (\gamma_1, \ldots, \gamma_m)^T \in \mathbb{R}^m, \theta = (\theta_1, \ldots, \theta_l)^T \in \mathbb{R}^l \),
\( X(\lambda) = \{ x \in \mathbb{R}^n : u(x) - \lambda \gamma(u(x^{(0)})) + e_m \leq 0, v(x) - \lambda \theta u(x^{(0)}) = 0 \} \),
\( X^0(\lambda) = \{ x \in \mathbb{R}^n : u(x) - \lambda \gamma(u(x^{(0)})) + e_m < 0, v(x) - \lambda \theta u(x^{(0)}) = 0 \} \),
\( I(x, \lambda) = \{ i \in \{ 1, \ldots, m \} : u_i(x) - \lambda \gamma_i(u_i(x^{(0)}) + 1) = 0 \} \).

Now we state the main result in this paper as follows:

**Theorem 1.** Suppose that all \( u_i(x), i = 1, \ldots, m, v_j(x), j = 1, \ldots, l \) are \( C^3 \) functions, \( \varphi_i(x, y_i), i = 1, \ldots, m, \psi_j(x, z_j), j = 1, \ldots, l \) are \( C^2 \) functions, and

\( (A_1) \) \( X^0(\lambda) \) is nonempty and \( X(\lambda) \) is bounded.

\( (A_2) \) For any \( x \in X(\lambda) \), if

\[
\sum_{i \in I(x, \lambda)} \varphi_i(x, y_i) + \sum_{j=1}^{l} \psi_j(x, z_j) + \nabla u(x)\omega = 0,
\]

then \( y_i = 0, \forall i \in I(x, y), z_j = 0, j = 1, \ldots, l, \omega = 0. \)
(A₃) \( \varphi_i(x, 0) = 0 \), \( i = 1, \ldots, m \), \( \psi_j(x, 0) = 0 \), \( j = 1, \ldots, l \), besides, for any \( x \in X(\lambda) \), if \( \|y, z, \omega\| \to \infty \), then

\[
\left\| \sum_{i \in I(x, \lambda)} \varphi_i(x, y_i) + \sum_{j=1}^{l} \psi_j(x, z_j) + \nabla v(x)\omega \right\| \to \infty.
\]

(A₄) There exists a mapping \( T(x, x^{(0)}) \) satisfying

(i) \( \forall x^{(0)} \in X^0(\lambda), T(x, x^{(0)}) = 0 \) if and only if \( x = x^{(0)} \).

(ii) \( \forall x^{(0)} \in X^0(\lambda), \partial T(x, x^{(0)}) / \partial x^{(0)} \) is a matrix of full column rank.

(iii) \( \forall x \in X(\lambda) \), if \( T(x, x^{(0)}) \neq 0 \), then

\[
T(x, x^{(0)}) + \sum_{i \in I(x, \lambda)} \varphi_i(x, y_i) + \sum_{j=1}^{l} \psi_j(x, z_j) \neq 0.
\]

(A₅) For any \( x \in X \), one has

\[
x(T, x) \neq x + \sum_{i=1}^{m} \varphi_i(x, y_i) + \sum_{j=1}^{l} \psi_j(x, z_j), \text{ for } y \in \mathbb{R}_+^m \text{ with some } y_i > 0.
\]

(A₆) The matrix \( \nabla v(x)^T \) is of full row rank and \( \nabla v(x)^T \nabla_z \left\{ \sum_{j=1}^{l} \psi_j(x, z_j) \right\} \) is nonsingular.

Then for almost every \( P^{(0)} = (x^{(0)}, y^{(0)}, z^{(0)}) \in \mathbb{R}^n \times \mathbb{R}^m_+ \times \mathbb{R}^l \), and \( \lambda \in (0, 1] \), there exists a \( C^1 \) curve \( (P(s), \lambda(s)) \) of dimension 1 of the homotopy
such that the limit set \( T \subset X^0 \times R^m \times \{0\} \) is nonempty, in particular, \( x(t, x^*) \) is a \( T \)-periodic solution of (1.1).

It should be pointed out that the results in this paper also extend the results in [9] from inequality cases to equality cases.

The zero-point set of \( H \) is

\[
H^{-1}(0) = \{(P, \lambda) \in X(\lambda) \times R^m \times R^1 \times (0, 1) : H(P, \lambda) = 0\}.
\]

The inverse image theorem tells us that, if 0 is a regular value of the map \( H_{p(0)} \), then \( H_{p(0)}^{-1}(0) \) consists of some smooth curves. And the regularity of \( H_{p(0)} \) can be obtained by the following lemma:

**Lemma 2.1** (Parameterized Sard’s Theorem). Let \( V \subset R^n, U \subset R^m \) be open sets, and \( \Phi : V \times U \to R^k \) a \( C^r \) map, where \( r > \max\{0, m-k\} \).

If \( 0 \in R^k \) is a regular value of \( \Phi \), then for almost all \( a \in V \), 0 is a regular value of \( \Phi_a \equiv \Phi(a, \cdot) \).

The method presented in this paper may also give a effective way for other periodicity problems, for example, Duffing equation or Liénard equation

\[
x' = y - F(x),
\]  
\( (2.2) \)
where $F(x) = \int_0^x f(\xi)d\xi$. Set $X = (x, y)^T$, $f(t, X) = (y - F(x), -x)^T$.

Then (2.2) and (2.3) becomes (1.1).

Proof of Theorem 1. When $x^{(0)}$ and $\alpha$ are considered as variables, we denote $H(P, \lambda)$ by $\overline{H}(P, x^{(0)}, \alpha, \lambda)$. Let the Jacobian matrix of $\overline{H}(P, x^{(0)}, \alpha, \lambda)$ be denoted by $D\overline{H}(P, x^{(0)}, \alpha, \lambda)$, for any $\lambda \in (0, 1]$, 

$$
\frac{\partial \overline{H}(P, x^{(0)}, \alpha, \lambda)}{\partial(x^{(0)}, \alpha, \lambda)} = \\
\begin{pmatrix}
\lambda \frac{\partial T(x, x^{(0)})}{\partial x^{(0)}} & \lambda(1 - \lambda)I \\
-\lambda \theta \nabla v(x^{(0)})^T & 0 \\
-\lambda \gamma \text{diag}(y) \nabla u(x^{(0)})^T & 0 \\
\end{pmatrix} + \gamma - \nabla \lambda - \lambda \sum_{i=1}^m \phi_i(x, (1 - \lambda)y_i) \left(0 \begin{pmatrix}
\lambda - \phi \nabla \lambda - \lambda \sum_{i=1}^m \phi_i(x, (1 - \lambda)y_i)
\end{pmatrix}
\right)
$$

Since $\nabla v(x)^T$ is a matrix of full row rank, $\partial \overline{H}(P, x^{(0)}, \alpha, \lambda)/\partial(x^{(0)}, \alpha, y)$ is of full row rank. Therefore $D\overline{H}(P, x^{(0)}, \alpha, \lambda)$ is also of full row rank, and 0 is a regular value of $\overline{H}(P, x^{(0)}, \alpha, \lambda)$. By Lemma 2.1, for almost all $(x^{(0)}) \in X^0(1)$, 0 is a regular value of map $H : R^n \times R^m \times R^l \times (0, 1] \rightarrow R^{n+m+p}$. By the inverse image theorem, $H^{-1}(0)$ consists of some smooth curves. Since $H(P^{(0)}, 1) = 0$, then a $C^1$ curve $(P(s), \lambda(s))$ of dimension 1, denoted by $\Gamma_{P^{(0)}}$, is starting from $(P^{(0)}, 1)$.

By the classification theorem of one-dimensional smooth manifold, $\Gamma_{P^{(0)}}$ is diffeomorphic to a unit circle or the unit interval $(0, 1]$. Since the matrix
is nonsingular, so $\Gamma_{p(0)}$ is diffeomorphic to a unit interval.

Let $(P^*, \lambda^*)$ be a limit point of $\Gamma_{p(0)}$, then the following cases may occur:

(a) $(P^*, \lambda^*) = (x^*, y^*, z^*, \lambda^*) \in \mathbb{X} \times \mathbb{R}^m \times \mathbb{R}^l \times \{0\}$,

(b) $(P^*, \lambda^*) = (x^*, y^*, z^*, \lambda^*) \in X^0(1) \times \mathbb{R}^m \times \mathbb{R}^l \times \{1\}$,

(c) $(P^*, \lambda^*) = (x^*, y^*, z^*, \lambda^*) \in \partial(X(\lambda^*) \times \mathbb{R}^m \times \mathbb{R}^l) \times (0, 1]$.

By Lemma 2.1, the equation $H(P(0), 1) = 0$ has a unique solution $(P(0), 1)$ in $X^0(1) \times \mathbb{R}^m \times \mathbb{R}^l \times \{1\}$, so case (b) won’t occur.

It is easy to show that the projection of the smooth curve $\Gamma_{p(0)}$ on the $z$-plane is bounded.

If case (c) holds, then there exists a sequence of points $\{(P^{(k)}, \lambda_k)\} \subset \Gamma_{p(0)}$ such that $\|(P^{(k)}, \lambda_k)\| \to \infty$. Since $X(\lambda)$ and $(0, 1]$ are bounded, hence there exists a subsequence of points (denoted also by $\{(P^{(k)}, \lambda_k)\}$) such that $x^{(k)} \to x^*$, $y^{(k)} \to \infty$, $z^{(k)} \to z^*$, and $\lambda_k \to \lambda^*$ as $k \to \infty$. From the third equation of (2.1), we have

\begin{align*}
\dot{u}(x^{(k)}) - \lambda_k \text{diag}( \gamma ) (u(x^{(0)}) + e_{m}) \\
= -\lambda_k (\text{diag}(u^{(k)}))^{-1} \text{diag}(y^{(0)}) (u(x^{(0)}) - \text{diag}(\gamma)(u(x^{(0)}) + e_{m}))
\end{align*}
When $\lambda^* > 0$, the active index set
\[ I(x^*, \lambda^*) = \{ i \in \{1, \ldots, m\} : \lim_{k \to \infty} y_i^{(k)} = \infty \}. \]

When $\lambda^* = 0$, the index set
\[ I_0(x^*, 0) = \{ i \in \{1, \ldots, m\} : \lim_{k \to \infty} y_i^{(k)} = \infty \} \subset I(x^*, 0). \]

From the homotopy equation (2.1), we have
\[
\sum_{i \in I(x^*, \lambda^*)} \varphi_i(x^{(k)}, (1 - \lambda_k)y_i^{(k)}) + \sum_{j=1}^{l} \psi_j(x^{(k)}, z_j^{(k)}) + \lambda_k T(x^{(k)}, x^{(0)})
\]
\[
= -(1 - \lambda_k)(x^{(k)} - x(T, x^{(k)}) + \lambda_k(\alpha + \nabla u(x^{(k)})z^{(k)})) \\
- \sum_{i \notin I(x^*, \lambda^*)} \varphi_i(x^{(k)}, (1 - \lambda_k)y_i^{(k)}).
\]
(2.4)

By the fact that $y_i^{(k)}$ is bounded for $i \notin I(x^*, \lambda^*)$ and the fact that $X(\lambda^*)$ is bounded, when $k \to \infty$, from (2.4), let $y_i^* = \lim_{k \to \infty} (1 - \lambda_k)y_i^{(k)}$, we have
\[
\sum_{i \in I(x^*, 1)} \varphi_i(x^*, y_i^*) + \sum_{j=1}^{l} \psi_j(x^*, z_j^*) + T(x^*, x^{(0)}) = 0, \tag{2.5}
\]
which contradicts assumption (A_4).

If $0 \leq \lambda^* < 1$, from (2.4), when $k \to \infty$, since $X(\lambda^*)$ and $y_i^{(k)}$, $i \notin I(x^*, \lambda^*)$ are bounded, the right-hand side of (2.4) is bounded. At the same time, the left-hand side of (2.4) is infinite. This point results in a contradiction.
By the above discussion, we obtain that case (a) is the only possible case. Therefore $(x^*, y^*)$ is a solution of the system

\[
x - x(T, x) + \sum_{i=1}^{m} q_i(x, y_i) + \sum_{j=1}^{l} \psi_j(x, z_j) = 0,
\]

\[
u(x) = 0,
\]

\[
diag(y)u(x) = 0, \quad u(x) \leq 0, \quad y \geq 0.
\]

Then it is easy to show that $x(t, x^*)$ is a $T$-periodic solution of (1.1). \hfill \Box
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