ALGORITHM OF THE INVERSE MINIMUM FLOW PROBLEM WITH TIME-WINDOWS
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Abstract

In this paper, we present the inverse minimum flow problem with time-windows, where lower and upper bounds for the flow must be changed as little as possible so that a given feasible flow becomes a minimum flow that satisfies a time-windows constraint for each vertex in the network. A linear time and space method to decide if the problem has solution is presented. The inverse minimum flow problem with time windows has the inverse combinatorial optimization and an NP-hard problem. We propose in this work a new algorithm for solving the ‘inverse minimum flow problem with time-windows’ (IMFPTW).
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1. Introduction

In recent years, many papers were published in the field of the inverse combinatorial optimization [2], [3], [4], [5], and [12]. The field of network optimization flows has a rich and long history. An inverse combinatorial optimization problem consists of modifying some parameters of a network such as capacities or costs, so that a given feasible solution of the direct optimization problem becomes an optimal solution and the distance between the initial vector and the modified vector of parameters is minimum. The inverse maximum flow problem, which is related to the inverse minimum flow problem, has been studied by Yang et al. [16]. Strongly polynomial algorithms to solve the inverse maximum flow were presented.

In [16], only the upper bounds for the flow are changed as little as possible in order to make a given feasible flow become a maximum flow. That is why in many networks the inverse maximum flow problem does not have solution. In this work, we study the inverse minimum flow problem with time-windows (IMFPTW), where both, lower and upper bounds for the flow must be changed in order to make a given flow become a minimum flow satisfy a time-windows constraint. If there are not many restrictions in modifying the bounds for the flow, then the inverse minimum flow problem with time-windows always has solution. The cases when only the lower bounds and only the upper bounds can be changed in order to transform a feasible flow into a minimum flow and other cases are also studied. As it will be seen, these can be treated as particular cases of the inverse minimum flow problem with time-windows.

Let $G = (V, A, u, l, s, \tau)$ be a network, where $V$ is the set of vertices, $A$ is the set of directed arcs, $u$ is the upper bound for the flow vector, $l$ is the lower bound for the flow vector, $s$ is the source vertex, and $\tau$ is the sink vertex. Each arc has a nonnegative transit time $t_{ij}; i \neq j; i, j = 1, 2, ..., n$. For each vertex $i \in V$, a time-windows $[a_i, b_i]$ within which the vertex may be served and $t_i \in [a_i, b_i], t_i \in T$ is a nonnegative
service and leaving time of the vertex. A source vertex \( s \), with time windows \([a_s, b_s]\), a sink vertex \( \tau \) with time-windows \([a_\tau, b_\tau]\) and \( t_s \) is a departure time of the source vertex (see [7], [8], [9], [10], [11], and [15]).

The reminder of this work is organized as follows. In Section 2, we give the mathematical formulation model of the IMFPTW, basic concepts and some definitions. In Section 3, we present the algorithm for the IMFPTW. In Section 4, we give a particular case problem. In Section 5, we present an application instance. Finally, the conclusion is given in Section 6.

2. Mathematical Model of the IMFPTW

Consider \( G = (V, A, u, l, s, \tau) \) be an \( s - \tau \) network, where \( V \) is the set of vertices, \( A \) is the set of directed arcs, \( u \) is the upper bound, and \( l \) is the lower bound for the flow vector, where \( l \leq u \). A single source vertex \( s \), a single sink vertex \( \tau \) with time windows \([a_s, b_s]\), \([a_\tau, b_\tau]\), respectively. Each arc has a nonnegative transit time \( t_{ij}; i \neq j; i, j = 1, 2, ..., n \). For each vertex \( i \in V \), a time-windows \([a_i, b_i]\) within which the vertex may be served and \( t_i \in [a_i, b_i], t_i \in T \) is a nonnegative service and leaving time of the vertex.

Let \( f \) be a given feasible flow defined by a function \( f : A \to \mathbb{R}^+ \) in the \( s - \tau \) network \( G \), a feasible flow has to satisfy the flow balance, the time-windows and the capacity conditions:

- The balance condition for the flow \( f \) is:

\[
\sum_{(i,j) \in A, j \in V} f_{ij} - \sum_{(j,i) \in A, j \in V} f_{ji} = \begin{cases} v(f), & i = s \\ -v(f), & i = \tau \\ 0, & i \in N - \{s, \tau\} \end{cases}
\]

where \( v(f) \) is the value of the flow \( f \) from a source vertex \( s \) to a sink vertex \( \tau \). We consider \( f \) to be a feasible flow even if the value of the flow \( v(f) \) is negative.
The time-windows condition are:
\[ t_i + t_{ij} \leq t_j, \quad t_i \in [a_i, b_i], \quad t_j \in [a_j, b_j], \quad t_i, t_j, t_{ij} \in T \in \mathbb{R}^+, \quad i \neq j, \forall i, j \in V, \]
i, j = 1, 2, \ldots, n. \tag{2}

The capacity condition are:
\[ l_{ij} \leq f_{ij} \leq u_{ij}, \forall (i, j) \in A. \tag{3}\]

The minimum flow problem with time-windows is given by:
\[
\min \nu(f)
\]
f is a feasible flow in the network \( G \),

which satisfies the conditions (1), (2), and (3).

A theorem for the minimum flow problem with time-windows can be formulated in a similar way as for the theorem of the maximum flow, see [1].

**Theorem 1.** A feasible flow \( f \) is a minimum flow time-windows in the network \( G = (V, A, u, l, s, \tau) \) if and only if there is no path \( P = (s = x_1, x_2, \ldots, x_n = \tau) \) from the source vertex \( s \) to the sink vertex \( \tau \) so that for each arc \((x_i, x_{i+1}) \in P: l(x_i, x_{i+1}) < f(x_i, x_{i+1}) \) or \( f(x_{i+1}, x_i) < u(x_{i+1}, x_i) \) with \( x_i, x_{i+1} \) has a time windows \([a_{x_i}, b_{x_i}], [a_{x_{i+1}}, b_{x_{i+1}}]\), respectively.

**Note.** For each arc \((x_i, x_{i+1}) \in P\) in a network \( G = (V, A, u, l, s, \tau)\) a time-windows constraint can be represented by see Figure 1:

\[
\begin{array}{c}
\bullet x_i \\
\hline
\text{[}a_{x_i}, b_{x_i}\text{]} \quad f(x_{i+1}, x_i) < u(x_{i+1}, x_i) \quad [a_{x_{i+1}}, b_{x_{i+1}}]\end{array}
\]

**Figure 1.** A representation time-windows.
**Definition 1.** The inverse minimum flow problem with time-windows (IMFPTW) is to change the lower bound vector $l$ and the upper bound vector $u$ as little as possible for flow $f$ to become a minimum flow time-windows in a network.

- A mathematical model of the IMFPTW can be formulated by the following:

$$
\min \| f - \overline{l} \| + \| u - \overline{u} \|
$$

$f$ is a minimum flow with time-windows in $\overline{G} = (V, A, \overline{\nu}, \overline{l}, s, \tau)$

$$
l_{ij} - \gamma_{ij} \leq \overline{l}_{ij} \leq \min\{\overline{\nu}_{ij}, l_{ij} + \beta_{ij}\}
$$

$$
u_{ij} - \delta_{ij} \leq \overline{\nu}_{ij} \leq \nu_{ij} + \alpha_{ij}, \forall (i, j) \in A
$$

$$t_i + t_{ij} \leq t_j, \ t_i \in [a_i, b_i], t_j \in [a_j, b_j], \ t_i, t_j, t_{ij} \in T \in \mathbb{R}^+, i \neq j,
$$

$$\forall i, j \in V, \ i, j = 1, 2, \ldots, n,
$$

where $\alpha_{ij}, \beta_{ij}, \delta_{ij}, \gamma_{ij}, t_i, t_j,$ and $t_{ij}$ are nonnegative numbers. Moreover, we have $\gamma_{ij} \leq l_{ij}$ and $\delta_{ij} \leq u_{ij}$, for each arc $(i, j) \in A$.

- In the IMFPTW, we observe that if the lower bound is changed on an arc $(i, j) \in A$, then it will be increased with the amount of $f_{ij} - l_{ij}$. If not so, then the flow $f$ is not stopped from being decreased on a path from $s$ to $\tau$ that contains the direct arc $(i, j)$ and the modification of the lower bound is useless. This means that if $l_{ij} + \beta_{ij} \prec f_{ij}$ on an arc $(i, j)$ then, when solving the IMFPTW the lower bound will not be changed on the arc $(i, j)$.

- Similarly, if the upper bound is changed on an arc $(i, j)$, then it will be decreased with the amount of $u_{ij} - f_{ij}$ in order to stop the flow from being decreased on a path from $s$ to $\tau$ that contains the arc $(i, j)$ in
inverse direction. So, if \( u_{ij} - \delta_{ij} > f_{ij} \) on the arc \((i, j)\), then the value \( u_{ij} \) of the upper bound will not be changed on the arc \((i, j)\). It is easy to see that the IMFPTW has solution if and only if there is no path from \( s \) to \( \tau \) that contains direct arcs \((i, j)\) with \( l_{ij} + \beta_{ij} < f_{ij} \) and (or) inverse directed arcs \((i, j)\) with \( u_{ij} - \delta_{ij} > f_{ij} \), because on such a path (if exist) the flow \( f \) cannot be stopped from being decreased by modifying the bounds of the arcs.

So, a graph denoted \( \overline{G} = (V, \overline{A}) \) can be constructed to verify if IMFPTW has solution, where

\[
\overline{A} = \{(i, j) : l_{ij} + \beta_{ij} < f_{ij} \text{ or } u_{ji} - \delta_{ji} > f_{ji}\}. \quad (6)
\]

**Lemma 1.** In the network \( G = (V, A, u, l, s, \tau) \), the IMFPTW has solution for the given flow \( f \) if and only if there is no directed path in the graph \( \overline{G} = (V, \overline{A}) \) from the vertex \( s \) to the vertex \( \tau \).

The verification can be done in a complexity of \( O(m) \), using a graph search algorithm in \( \overline{G} = (V, \overline{A}) \), where \( m, \overline{m} \) are the number of arcs in the set \( A \) and the number of arcs in the set \( \overline{A} \), respectively, where \( \overline{m} \leq m \). Of course, if the set \( \overline{A} \) is empty, then the IMFPTW has solution.

**Note.** The minimum flow problem from the vertex \( s \) to the vertex \( \tau \) in the network \( G = (V, A, u, l, s, \tau) \) is obtained by applying a maximum flow algorithm from the vertex \( \tau \) to the vertex \( s \) in the network \( G \). The minimum flow problem can be solved by using a maximum flow algorithm, see [6].

**Theorem 2.** A feasible flow \( f \) in the network \( G = (V, A, u, l, s, \tau) \) is a minimum flow from the vertex \( s \) to the vertex \( \tau \) if and only if there is no path from the vertex \( \tau \) to the vertex \( s \) that can increase the flow from \( \tau \) to \( s \).
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The solving of the IMFPTW is to change as little as possible the bounded vectors \( l \) and \( u \) for the flow so that \( f \) becomes a maximum flow time-windows from \( \tau \) to \( s \) in the network \( G \), where the value of the flow \( f \) can be even negative.

We introduce the definition of the residual network of \( G \) for the flow \( f \), we consider now that in the network \( G \) for each arc \( (i, j) \in A \) there is an arc \( (j, i) \in A \). If not so, then for each arc \( (i, j) \in A \) so that \( (j, i) \notin A \) it can be introduced the arc \( (i, j) \in A \) with \( u_{ji} = l_{ji} = 0 \).

Now, we consider the residual network \( G_f = (V, A_f, r, s, \tau) \) attached to the network \( G \) for the flow \( f \), where

\[
r_{ij} = u_{ij} - f_{ij} + f_{ji} - l_{ji}, \quad \forall (i, j) \in A. 
\]

The set \( A_f \) contains the arcs \((i, j)\) for which the residual capacity is positive; \( r_{ij} > 0 \). It is obviously that in order to find the minimum flow \( f \), the maximum flow must be found using the residual network \( G_f = (V, A_f, r, \tau, s) \), where the source vertex \( s \) changes its role with the sink vertex \( \tau \).

Consider the network \( G'_f = (V, A'_f, u', t', s, \tau) \), where \( A'_f = A_f \), \( u' = r \), and \( t' = 0 \). The set of arcs \([X, \overline{X}] = (X, \overline{X}) \cup (\overline{X}, X)\) is a \( \tau - s \) cut in \( G'_f \) if \( X \cap \overline{X} = \emptyset \), \( X \cup \overline{X} = V \), \( \tau \in X \) and \( s \in \overline{X} \), where \((X, \overline{X}) = \{(i, j) \in A'_f : i \in X \land j \in \overline{X}\}\) is the set of directed arcs of the cut and \((\overline{X}, X) = \{(i, j) \in A'_f : i \in \overline{X} \land j \in X\}\) is the set of the inverse arcs.

The capacity of the \( \tau - s \) cut \([X, \overline{X}]\) in \( G'_f \) is

\[
u'[X, \overline{X}] = u'(X, \overline{X}) = \sum_{(i, j) \in (X, \overline{X})} u'_{ij}. 
\]
A \( \tau - s \) cut is a minimum cut in \( G^l \) if its capacity is minimal in the set of \( \tau - s \) cuts in the network \( G^l \). If the set \( \mathcal{A} = \emptyset \), then the solving of the IMFPTW is equivalent to find the set of arcs \( \tau \) so that if the arcs of \( B \) are eliminated from \( A_f \), then there is no directed path in \( G^B_f = (V, A_f - B) \) from the sink vertex \( \tau \) to the source vertex \( s \) and \( r(B) = \sum_{(i,j) \in B} r_{ij} \) is minimal. This means that \( B \) is the set of direct arcs of a minimal \( \tau - s \) cut in the network \( G^l \).

As we have seen, if the set \( \mathcal{A} \neq \emptyset \), then when solving the IMFPTW, no change will be done to the lower bounds and/or to the upper bounds on the arcs of \((i, j) \in A\) with:

\[
l_{ij} + \beta_{ij} < f_{ij} \text{ or } u_{ij} - \delta_{ij} > f_{ij}. \tag{9}
\]

This means that for each arc \((i, j) \in A\) so that \( l_{ij} + \beta_{ij} < f_{ij} \) the residual capacity of \((j, i)\) can be set to \( \infty \) and for each arc \((i, j) \in A\) such that \( u_{ij} - \delta_{ij} > f_{ij} \) the residual capacity of \((i, j)\) can also be modified to \( \infty \). If the IMFPTW has solution, then by setting the bounds to \( \infty \), we assure that these arcs will not be in the set \( B \), which is the set of direct arcs of the minimum \( \tau - s \) cut in the network \( G^l = G_f \).

So if the set \( \mathcal{A} \neq \emptyset \), then a minimum \( \tau - s \) cut must be searched in the network \( G^\mathcal{A} = (V, A^{\mathcal{A}} = A_f, u^{\mathcal{A}}, \tau, s) \), where, for every arc \((i, j) \in A\):

\[
u^{\mathcal{A}}_{ij} = \begin{cases} \infty, & (j, i) \in \mathcal{A}, \\ r_{ij}, & \text{otherwise.} \end{cases} \tag{10}
\]

The set of direct arcs of the minimum \( \tau - s \) cut in \( G^\mathcal{A} \) is denoted \( B \). If the upper bounds of the arcs \((i, j) \in A \cap B\) are decreased with the quantity \( u_{ij} - f_{ij} \) and the lower bounds of the arcs \((i, j) \in A\) with \((j, i) \in B\) are
increased with the quantity $f_{ij} - l_{ij}$, then the flow is stopped from being decreased from $s$ to $\tau$ and it becomes a minimum flow time-windows in the network $G$ with the modified bounds for the flow. So, for each arc $(i, j) \in A \cap B$, the upper bound must be changed to the value $f_{ij}$ and for each arc $(i, j) \in A$, where $(j, i) \in B$, the lower bound of $(i, j)$ must be changed to the value $f_{ij}$. This means that the solution of the IMFPTW is the pair of vectors $(u^*, l^*)$, where, for every $(i, j) \in A$:

$$u^*_{ij} = \begin{cases} f_{ij}, & (i, j) \in B, \\ u_{ij}, & \text{otherwise;} \end{cases}$$

$$l^*_{ij} = \begin{cases} f_{ij}, & (j, i) \in B, \\ l_{ij}, & \text{otherwise;} \end{cases}$$

$$t_i + t_{ij} \leq t_j, \ a_i \leq t_i \leq b_i, \ a_j \leq t_j \leq b_j, \ t_i, t_j, t_{ij} \in T, \ i \neq j, \forall i, j \in V.$$ (13)

Consider $[\overline{X}, X]$ be the $s-\tau$ cut in the network $G$, where $X$ and $\overline{X}$ are the sets of vertices corresponding the minimum $s-\tau$ cut in the network $G^\parallel$, of which set of direct arcs is $B = (X, \overline{X})$. Then, the vectors that gives the solution of the IMFPTW, $u^*$ and $l^*$, can be easier defined as follows, for every $(i, j) \in A$ and satisfy the condition (13):

$$u^*_ij = \begin{cases} f_{ij}, & (i, j) \in (X, \overline{X}), \\ u_{ij}, & \text{otherwise;} \end{cases}$$

$$l^*_ij = \begin{cases} f_{ij}, & (j, i) \in (\overline{X}, X), \\ l_{ij}, & \text{otherwise.} \end{cases}$$
Theorem 3. The pair \((u^*_{ij}, l^*_{ij})\) is the solution for the IMFPTW (5), where \(u^*_{ij}\) and \(l^*_{ij}\) are defined in (14) and (15), and the total amount of change to the bound vectors is equal to the capacity of the minimum \(s - \tau\) cut in \(G^\parallel = (V, A^\parallel, u^\parallel, \tau, s)\), then

\[
\|u^*_{ij} - l_{ij}\| + \|u_{ij} - u^*_{ij}\| = u^\parallel(B).
\]

Proof. Let the value of the flow \(\nu(f)\) from \(s\) to \(\tau\) in the network \(G^\parallel\) is

\[
\nu(f) = \sum_{[X, X]} f_{ij} = \sum_{(X, X)} f_{ij} - \sum_{(X, X)} f_{ij} = \sum_{(X, X)} l_{ij} - \sum_{(X, X)} u_{ij}.
\]

The last equality is a consequence of (14) and (15). This means that the flow \(f\) is a minimum flow time-windows from the vertex \(s\) to the vertex \(\tau\) cut in the network \(G^\parallel\). So the pair \((u^*_{ij}, l^*_{ij})\) is a feasible solution for the problem (5). The pair \((u^*_{ij}, l^*_{ij})\) is an optimal solution for the problem (5) because it was obtained from the minimum \(\tau - s\) cut in the network \(G^\parallel\) and the total amount of change to the bound vectors is equal to the capacity of the minimum \(\tau - s\) cut, then

\[
\|u^*_{ij} - l_{ij}\| + \|u_{ij} - u^*_{ij}\| = \sum_{(i, j) \in A} \|u^*_{ij} - l_{ij}\| + \sum_{(i, j) \in A} \|u_{ij} - u^*_{ij}\|
\]

\[
= \sum_{(i, j) \in (X, X)} (f_{ij} - l_{ij}) + \sum_{(i, j) \in (X, X)} (u_{ij} - f_{ij}) = u^\parallel(B).
\]

3. The Algorithm for the Inverse Minimum Flow Problem with Time-Windows

In this section, we give a new algorithm to solve the IMFPTW. As it has been seen so far, after verifying if the IMFPTW has solution, the IMFPTW can be reduced to a minimum \(\tau - s\) cut problem in the network \(G^\parallel\).
The algorithm general framework for the IMFPTW can be stated by the following steps:

1. Construct the graph $\overline{G} = (V, \overline{A})$, with each vertex $i, j \in V$, has a time-windows $[a_i, b_i]$, $[a_j, b_j]$, respectively, and $t_i + t_{ij} \leq t_j$, $a_i \leq t_i \leq b_i$, $a_j \leq t_j \leq b_j$, $t_i, t_j, t_{ij} \in T \in \mathbb{R}^+$, $i \neq j$, $i, j = 1, 2, ... , n$.

2. If there is a directed path in $\overline{G}$ from the vertex $s$ to the vertex $\tau$, then the IMFPTW does not have solution. STOP;

   Else, go to Step 3.

3. Construct the network $G'' = (V, A'', u'', \tau, s)$;

   Find the minimum $\tau - s$ cut in the network $G''$;

   Compute $B$ = the set of direct arcs of the minimum $\tau - s$ cut in $G''$;

   Compute the pair $(u^*_{ij}, l^*_{ij})$, $i \neq j$, $i, j = 1, 2, ... , n$ has the solution of the IMFPTW.

   The flow $f$ is a minimum flow in the network $G^* = (V, A, u^*_{ij}, l^*_{ij}, s, \tau)$ constructed by the algorithm.

   **We describe the algorithm above as the following:**

   - The algorithm above finds the solution of the IMFPTW, because, in the Step 1 of the algorithm, the IMFPTW is tested if it has solution using the graph search in $\overline{G}$, see Lemma 1.

   - If the IMFPTW has solution, then in the Step 3, a solution is constructed, see Theorem 3.

   - The time complexity of the algorithm of the IMFPTW is given by the complexity of the method used to find the minimum cut in the network $G''$. 
(i) A strongly polynomial algorithm for minimum cut can be applied. For instance, the algorithm of Goldberg and Tarjan ([14]) can be considered. It has the time complexity of $O(nm \log(n^2/m))$, where $n = |V|$, $m = |A_f|$.

(ii) Weakly polynomial algorithms for minimum cut cannot be applied directly, because there can be arcs with infinite capacities in the set $A_f$. It is not necessarily to set the capacities of these arcs to $\infty$. They can be set to a value big enough. It is sufficient to set the capacity of these arcs to the value of the maximum flow from $\tau$ to $s$ in the network $G^\parallel$. If the IMFPTW has solution, then the value of the minimum flow in $G^\parallel$ is not greater than $m \vartheta$, where

$$\vartheta = \max\{u_{ij} - f_{ij} + f_{ji} - l_{ji}: i, j \in V\}. \quad (19)$$

The weakly polynomial algorithm for minimum cut due to Goldberg and Rao ([13]) is applied in the network $G^\parallel$, then the time complexity of the algorithm for the IMFPTW is $O(\min\{n^{2/3}, m^{1/2}\}m \log(n/m) \log \alpha)$, where $\alpha = \max\{r_{ij}: (i, j) \in A_f\} = m \vartheta$. So, the time complexity of the weakly polynomial algorithm for IMFPTW is $O(\min\{n^{2/3}, m^{1/2}\}m \log(n^2/m)\log(\max\{n, \vartheta\})$. Of course, if the set $A = \emptyset$, i.e., is empty, then the time complexity of the algorithm is even less, it is,

$$O(\min\{n^{2/3}, m^{1/2}\}m \log(n^2/m) \log \vartheta). \quad (20)$$

4. A Particular Case Problem

- We consider that, if we do not want to change the lower bound of an arc $(i, j) \in A$, where $i, j \in V$ with a time-windows $[a_i, b_i], [a_j, b_j]$, respectively, then it is sufficient to set the value of $\beta_{ij} = 0$ for this arc. If we do not want to change the upper bound for the arc $(i, j) \in A$, then it is sufficient to set the value $\delta_{ij} = 0$. 

If there is no restriction to change the lower bound of an arc \((i, j) \in A\), then the value of \(\beta_{ij}\) for this arc must be considered by \(\beta_{ij} \geq f_{ij} - l_{ij}\). Similarly, if there is no restriction to change the upper bound of an arc \((i, j) \in A\), then the value of \(\delta_{ij}\) for the arc \((i, j)\) considered by \(\delta_{ij} \geq u_{ij} - f_{ij}\).

- A very important of the application case of the IMFPTW is the situation when there is no restriction to change the bounds of the arcs of the network \(G\). This means that the value of \(\beta_{ij}\) and \(\delta_{ij}\) for all arcs \((i, j) \in A, i \neq j; i, j = 1, 2, \ldots, n\) can be set to the value of \(\infty\).

In some situations, it is possible that only the lower bounds to be allowed to be changed in order to transform the given flow \(f\) into a minimum flow, then in this case, the mathematical model can be formulated by the following:

\[
\min \| f - \bar{l} \|
\]

\(f\) is a minimum flow with time-windows in \(\overrightarrow{G} = (V, A, u, \bar{l}, s, \tau)\)

\(\bar{l}_{ij} \leq \min\{u_{ij}, l_{ij} + \beta_{ij}\}, \forall (i, j) \in A\)

\(t_i + t_{ij} \leq t_j, t_i \in [a_i, b_i], t_j \in [a_j, b_j], t_i, t_j, t_{ij} \in T, i \neq j, \forall i, j \in V.\)

(21)

Then, we can see that the IMFPTW considering for a modification only the lower bounds for the flow denoted by LBIMFPTW can be treated as a particular case of the IMFPTW, if in (5) the values \(\delta_{ij}\) are considered to equal to 0, for every arc \((i, j) \in A\). This means that the upper bounds cannot be change.

Also, another particular problem of (5), the upper bound for the flow denoted by UBIMFPTW, can be formulated by; try to transform the given feasible flow \(f\) into a minimum flow by changing only the upper bounds.
In this case, in (5), the values $\beta_{ij}$ can be considered to be equal 0, for every arc $(i, j) \in A$ and so, the lower bounds are not allowed to be modified.

Of course, for the last two particular cases problems, the set of the problems without solution is larger.

5. Application Instance

We given an application instance to illustrate how the above algorithm can be applying, for each arc $(i, j) \in A$, see Figure 2.

Figure 2. A flow $f$ on a network $G = (V, A, u, l, s, \tau)$ with time-windows.

We note that $\mathbf{A} = \{(s, 1), (1, 2), (4, 2), (3, 6), (6, 2), (5, \tau), (\tau, 6), (6, \tau)\}$. The presented graph $\overline{G}$ is given by Figure 3. Also, there is no directed path from a source vertex $s$ to a sink vertex $\tau$ in the graph $\overline{G} = (V, \overline{A})$. 
So, the solution of the IMFPTW has solution. The network $G^\tau = (V, A^\tau, u^\tau, \tau, s)$ is presented by Figure 4.

The direct arcs of the minimum time-windows $\tau - s$ cut in the network $G^\tau$ is given by

$$B = \{(2, 3, 4, 5, 6, \tau), \{s, 1\}\} = (X, \overline{X}) = \{(3, s), (2, s), (4, 1)\},$$

and $u^\tau(b) = 7$. This means that the lower bounds of a direct arcs of the $s - \tau$ cut time-windows is given by
and the upper bound of the only inverse arc $(2, s)$ of the $s - \tau$ cut in the time windows network $G$ will be changed. The lower bounds of the arc $(1, 2)$ is already equal the flow on this arc. So it will be changed. The solution of the IMFPTW for the network $G$ and the flow $f$ is given by Figure 5.

![Figure 5](image)

**Figure 5.** The network $G^* = (V, A, u_{ij}^*, l_{ij}^*, s, \tau)$ with time-windows.

### 6. Conclusion

We present a new algorithm of a new version of the inverse minimum flow problem. Strongly and weakly polynomial algorithms for solving the IMFPTW were proposed. The IMFPTW is reduced to the problem for finding efficiently the minimum time windows $\tau - s$ cut in the modified residual network $G''$. It is possible from the beginning to decide fast, linear time and space complexity, if the IMFPTW has solution. The IMFPTW when only the lower bounds and the upper bounds for the flow can be changed are treated as particular cases of the IMFPTW. Also, an application instance is given.
References


www.arcjournal.org


http://dx.doi.org/10.4236/am.2014.517264


http://dx.doi.org/10.1080/01966324.2011.107378000


   http://dx.doi.org/10.1007/978-3-642-17144-4